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1- Read RFC 1338 (http://www.faqs.org/rfcs/rfc1338.html) on supernetting and answer the following questions:

a. What is supernetting?

Supernetting was created to deal with the issue of the exponential growth of routing tables and to combat the depletion of the class B network address space.  What supernetting essentially does is it removes the class boundaries from an IP address.  When the RFC was written all IP addresses were allocated from a central authority.  Today, IP addresses are allocated by ICANN.  When supernetting is used ICANN will assign a block of addresses to an ISP and then the ISP is responsible for allocating these addresses to its customers for use.  For example, an ISP can be given block of class C addresses and then the ISP can allocate blocks of these addresses to its customer.  
Supernetting uses an address and a mask to establish a route.  The use of supernetting results in decreased size of routing tables, if the router is able to support classless networks which today almost all routers support.  For instance if an ISP had 10 customers that each used 100 class C addresses the routing table would only need to contain the routes to the 10 clients as opposed to maintaining the routing information for the 1000 class C addresses.  Since RFC 1338 was written, supernetting has proved to be a viable solution to the problem of exponential growth of the Internet which resulted in address space depletion and routing table complexity.

b. When is it used?

Supernetting is used by an Internet service provider.  As described above a central authority is in charge of allocating IP addresses.  A central authority will allocate a block of IP addresses to an ISP.  The ISP can then allocate the addresses to its customers.  The problem with address classes is that a class B address may be too large for a customer while a class C address is too small for the customer.  
By using classless IP addresses, the addresses can be allocated more efficiently.  For instance, an organization may need approximately 4000 IP addresses.  If the organization was given a class B address then the majority of the address space is unused.  The organization would be wasting approximately 2^16 – 2^12 = 61440 addresses.  This is tremendously inefficient allocation of the address space.  Supernetting is used to solve the problem of inefficient address allocation.  Instead of the organization being given a class B address, which was one possibility prior to supernetting, the organization is given a block of class C addresses.  Since in this case the organization need less than 4000 address they are given 16 class C addresses. When a datagram is then routed to a supernetted address the most specific route that is found in the routing table is used.    

c. Illustrate an example.

Suppose the organization that was talked about above that needed approximately 2048 addresses.  Before the use of supernetting the organization would require a class B address.  With the existence of suppernetting the organization could now be assigned 8 class C addresses and supernet these addresses.  For instance, suppose the organization receives the address 201.100.160.000/21.   In this case the 21 is used to indicate the mask that will be used for supernetting.  Below is an example of how the mask would be applied to the address.  A logical and of the IP address and the mask determine the network address to use. 
11001001.01100100.10100000.00000000  = 201.100.160.000 IP Address

11111111.11111111.11111000.00000000  = 255.255.248.000 Mask
11001001.01100100.10100                         = network portion of address
The organization would then have addresses in the range of 201.100.160.000 through 192.100.167.255.  This example illustrates how supernetting can be used to efficiently allocate addresses.   
2- Routing protocols and subnet/supernet: http://rfc1722.x42.com/ and http://www.faqs.org/rfcs/rfc1583.html. Read these RFCs to see how RIP and OSPF use subnetting/subnet mask and “supernetting”. Answer the following questions:

a. Why do routing algorithms have to include the subnet mask? 

Subnetting allows a network to be partitioned into multiple smaller networks.  By have the routing table include a subnet mask it allows for variable length subnetting.  This allows on of the network class addresses to be broken into subnets of different sizes.  Without the use of a subnet mask there is no way to differentiate between a network, a subnet or a host.  RIP and OSPF are used for routing within an AS.  For example, an organization may want to subnet there network which would create a number of smaller networks within the address space.  Subnetting can be used for security reason or group networks into logical divisions.  For example, a universities network could contain subnets for the different departments of the university.  The university may have one subnet for the computer science department and another subnet for the education department.  If the subnet mask was not included in an address the routers would have no way of knowing where to forward packets to.  Without the mask the packets would have to be flooded throughout the whole organization to reach the correct destination.   By using a subnet mask packets only need to be forwarded to routers on the path to there destination.  
b. Briefly describe how RIP and OSPF use subnetting/supernetting. Illustrate through an example

The routers keep the subnet mask in the routing table.  When a packet arrives at a router the router if forwarded based on the most specific match. The diagram below shows how subnetting and supernetting can be used.  When combining subnetting and supernetting it is possible to create a hierachial structure for a network and to efficiently allocate addresses.  RIP and OSPF will include masks in there routing tables which are used to indicate the interface to forward datagrams on.  In the diagram below both subnetting and supernetting is used.  The host attached to routers R2, R3, and R4 all belong to different subnets.  Also, supernetting is used to allow the use of 8 class C networks.
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3- Multicast Routing Protocol: Read http://www.faqs.org/rfcs/rfc1075.html  to understand how DVMRP operates. Answer the following questions:

a. What is the main function of DVMRP?

In a network there is a need to be able send data to more than one location at a time.  While it is possible to send messages to multiple locations by sending multiple unicast messages or broadcast messages, it is more efficient to use a multicast protocol to send the message. One problem with broadcast messages is the message is sent to every host on subnet and most routers will not allow broadcast packets to be forwarded.  The Distance Vector Multicast Routing Protocol (DVMRP) was developed to support inter-network routing of multicast packets.  DVMRP is a modified version of the RIP protocol that was extended to support multicast.
DVMRP is used to pass datagrams about to the current multicast groups and to determine the cost to transfer datagrams between routers (Comer 2000).  By creating groups, datagrams can be sent to only those members who belong to the group.  The DVMRP is used in conjunction with IGMP, which provides group management.  IGMP allows host to both join and leave a multicast group.  DVMRP was one of the first multicast protocols that was used in the Internet for routing multicast messages.  Since the time that DVMRP was created a number of other protocols have been developed to deal with some of the short comings of the protocol.  The main problem with DVMRP is it is inefficient when group members are sparsely spread throughout a network.
b. How does it differ from RIP and OSPF? (in terms of purpose and functionality)

There are a number of differences between the purpose and functionality of RSVP compared to OSPF and RIP.  To start, RIP and OSPF are used to route unicast datagram’s on the other hand DVMRP is used to route multicast datagram’s.  So, DVMRP is used for a one-to-many communication or many-to-many communication, while RIP and OSPF are used for a one-to-one communication.  By using a multicast routing protocol the bandwidth of the network is used more effectively as compared to sending multiple unicast datagram to multiple locations.  DVMRP uses a distance vector algorithm similar to RIP.  One similarity between the three routing protocols is they are all meant to be used as interior gateway protocols.  
DVMRP does not support the routing of unicast datagram, so routers will need to run an additional routing protocol to route unicast datagram’s such as OSPF or RIP.  Another difference between the protocols is the type of applications they were designed for.  DVMRP was designed to be used for applications such as interactive online games, whiteboard applications, and video conferencing, to name a few of the possible applications.  On the other hand, routing protocols such as RIP and OSPF are more suitable for applications such as FTP, HTTP and SMTP.  Another difference between the protocols is the IP addresses that are used.  RIP and OSPF use class A through C addresses while DVMRP uses class D addresses which range from 224.0.0.0 to 239.255.255.255.  The main way that RIP varies from DVMRP is that RIP routes and forwards datagrams to a specific destination while DVMRP is used to keep track of return paths to the source of multicast datagram’s (RFC 1075). Some advantages to using DVMRP to send a packet to multiple sites is only one packet needs to be sent from the source and bandwidth can be conserved if a link is shared to multiple destinations. A final difference is that DVMRP must maintain much more information in the routing table, which includes information about the multicast groups.  This concludes the brief comparison of how DVMRP compares to RIP and OSPF.
c. Describe the approach used by DVMRP, i.e., summary of the routing algorithm and forwarding algorithm, how it manages group addresses and membership, content of forwarding table, purpose of tunneling and how it is used.

Group Membership
Group membership is maintained by using IGMP.  DVMRP provides many extensions to IGMP.  Hosts that want to belong to a multicast group communicate with their local router.  Thus a router will know about only local members of a group.  
In an IGMP header the type field is set to 3 to indicate that the IGMP message contain DVMRP routing information.  IGMP also contains a subtype field, the 4 subtype fields defined for IGMP are: 1 response, 2 request, 3 non-membership report and 4 non-membership cancellation.  Within a DVMRP message is a stream of tagged data.  The tags that are available are: null, AFI, subnet mask, metric, flags0, infinity, DA, RDA, NMR, NMR-cancel. A few of these tags will be explained the rest can be found in RFC 1075.  The DA tag is used to provide a list of destination addresses.  The RDA command provides a list of destination addresses that were requested.  The NMR command is used to tell a router that receives the message, that the sending router has no members of that group.  This tag is important since it will cause a router to stop sending datagrams to a destination that does not have any members of a multicast group.  The NMR also contains a hold down, time which tells how long not to send datagrams to that destination for and it is indicated in seconds.  Last, the NMR-cancel command is used to cancel a non-membership report.   When a non-membership report is canceled datagrams will then be sent to the router that sent the non-membership report.  This is useful for when a host on a network wants to join a multicast group that had its membership report cancelled.  A router will the send an IGMP message using the NMR-cancel command and the router will supply the multicast address for which they wish to have the membership report cancelled for.  Addresses can also be exchanged by RDA and DA commands.  
When sending IGMP messages it is possible to combine DVMRP commands and some of the commands require that certain other commands are provided with them.  This is how DVMRP maintains group membership by using IGMP.
Routing Algorithm

DVMRP is not used to indicate a route to a specific host. DVMRP supports only the routing to a network or subnet (RFC 1075).  DVMRP uses a tree based routing algorithm.  The routing algorithm used by DVMRP is Truncated Reverse Path Broadcasting (TRPB).  The TRBP algorithm computes the shortest path from the source to all possible designations.  Every multicast router must determine its location in the tree.  Next, the multicast routers must determine which of its virtual interfaces are in the shortest path (RFC 1075).  Also, pruning makes it possible to remove an interface which is not in the shortest path.  Furthermore, DVMRP establishes a parent child relationship between multicast routers allowing routers to Reverse Path Broadcast (RPB).

DVMRP a router discovers its neighboring routers by periodically sending probe messages.  When a router receives a probe it is able to add the neighboring router to its list of neighbors.  

The DVMRP routing algorithm works by constructing a tree.  The leaf nodes are the end nodes of a tree.  It is possible that datagrams are sent to the leaf nodes of a network that do not contain any members of the multicast group.  When this happens a prune message can be sent that will remove the node from the tree.  When the tree has been pruned no further messages will be sent on that network, since no hosts exist that are members of the multicast group.
Routing information is exchanged between routers by sending DVMRP routing messages.  Routing information is exchanged between routers using the address 224.0.0.4.  The protocol states that three types of routing messages may be sent: all routing information, routing information for routes that have change or all routes that were requested.  A number of rules have been established when to send routing messages.  One example of this is there is FULL_UPDATE_RATE that is used by all routers and when this timer expires, all routing information is sent on all virtual interfaces.  Also, when a route changes a routing update should be sent.  The routing algorithm also uses poisoned split horizon to help prevent a routing loop forming.   
Multicast routers also receive routing messages.  When a message is received the router must keep track of what virtual interface the routing message was received on.  The routing algorithm for receiving routing information works as follows, RFC 1075 gives the full details of the routing algorithm.  
If the routing message contains a metric then it is added into the metric for the virtual interface for which the message arrived.  If a route is not contained in the routing table, then a match will be searched for that is on the same network.  If a match is found and the route is from the same router that the found route came from then process the next route in the message.  Else if the route doesn’t have a metric of infinity add the route to the routing table.
If the route message came from the same router as the router that the found route came from then the routing timer should be cleared.  If the metric contained is different from that already contained in the routing table then the found route should be changed to the new metric and infinity.  If the metric then equals infinity the timer is set to EXPIRATION timeout.  If the route that was received infinity is not equal to the route that is already contained in the routing table, then the value of infinity is set to reflect the value of the infinity that was received.  Also, the routes metric is set to the minimum value of the received infinity and the value that was found in the table for the routes metric.

If the route contains a metric that is less than the metric already contain in the routing table or the EXPIRATION_TIMEOUT is more then half way to being expired and the metrics are equal then the new route replaces the old route in the table and timer for the route is cleared.

This process continues for each route that is contained in the routing message.    
The routing algorithm keeps a list attached neighboring routers.  The routers periodically send messages between each other and if a message is not received within a certain amount of time the neighbor is removed from the list.
One final aspect of the routing algorithm used by DVMRP is it keeps track of local group membership.  As discussed earlier the router uses IGMP to keep track of local group membership.

Forwarding Algorithm

A forwarding algorithm is used to determine how datagrams that are received should be handled.  One possibility that the authors of the RFC note is that the datagrams could be flooded on all virtual interfaces.  The problem with flooding is it would result in the datagrams being sent out on every interface but the received interface.  This approach is impractical since it would result in duplicate datagrams traversing the networks.    

Instead the DVMRP uses another approach where it prunes the branches in the tree.  The routing algorithm stores information about the child and leaf branches this information is then used to prune the tree.

The forwarding algorithm includes both a dominant router and a subordinate router.  Each virtual interface has an address of a router that has a lower metric and this is the dominate router.  A subordinate router address is also contained for each virtual interface.  The subordinate address is used for a router that considers this router to be its parent.    

The forwarding algorithm contains a number of heuristics that are used to determine the dominate router and subordinate router and what to do upon time expiration and how to handle failures.
The forwarding algorithm used by DVMRP is Reverse Path Multicasting (RPM).  If a multicast datagram is received on an interface that is the shortest path back to the sender, then the router sends the datagram on all of the other out going links.  If the datagram was not received on the shortest path back to the sender then ignore the datagram. 
Contents of the Forwarding Table

Routers contain forwarding tables to send datagrams to a specific destination.  The forwarding table used by DVMRP contains the following information for each route (RFC 1075):
· The destination address (the source of the multicast datagrams)
· The subnet mask of the destination address

· The next-hop router to the destination

· The interface to the next-hop router

· A list of child interfaces

· A list of leaf interfaces

· A dominant router address for each interface

· A subordinate router for each interface

· A timer

· A set of flags to indicate the state of an entry

· A metric

· An infinity

Tunneling
Not all routers currently support multicast routing.  One solution to the problem of routers not support multicast datagram’s is to use tunneling.  Tunneling provides a method for sending multicast datagram over a network that does not support multicast routing.  
Tunneling uses loose source routing to weakly encapsulate original datagram.    When a datagram is to be sent through a tunnel, loose source routing is used.  The first element in the source route is replaced with the original IP address of the source.  The second element in the source route is replaced with the IP address of the destination.  Then the IP address in the IP header must also be replaced.  The source IP address is replaced with the address of tunnel end point and the destination IP address is replaced with the address of the remote tunnel end-point.  This allows a multicast datagram to be forward to a non-multicast router using non-multicast routing.  The non-multicast routers will route the datagram as just like any other datagram they receive.  At the end of the tunnel a similar process happens where the addresses in the source routes replace the address that are contain IP header.  By using tunneling multicast messages are able to be sent over networks that do not support multicasting.
4) Bonus points: Illustrate an example, in which DVMRP is used for routing and forwarding (i.e., come up with a sample scenario, 4 nodes, for example, with costs assigned to the links, and illustrate the execution of DVMRP.

The network below will be used to illustrate the use of DVMRP.  The network contains 4 routers which are labeled R1 – R4.  The diagram also contains two members of the multicast group labeled GM1 and GM2.  At the top of the tree labeled source is will be the source of the multicast messages.  Figure 1 below shows the network before the routing algorithm is run.
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Figure 1
The routing algorithm will determine the tree to be used for routing based on the cost of the links.  Figure 2 shows the paths of the tree in red.  When datagrams are forwarded they will follow the path of the red links in the diagram below.
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Figure 2
Router R4 will then send a prune message to be removed from the tree since no host on it network are members of the multicast group.
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Figure 3

After the node has been pruned the network will contain the nodes that are shown below in figure 4.
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Figure 4
It is also possible that a new host will join the multicast group.  If a host was attached to router R4 that wanted to belong to the multicast group and the router R4 that was previously pruned from the tree the graft mechanism is used to add back a pruned node.   would be added back to the tree.  Figure 5 below shows what the new tree would look like.
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Figure 5
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